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Abstract
The application of finite element models is a promising method for ensuring
part quality during machining to accurately predict induced residual stresses
and cutting forces. The present study applied Analysis System software to for-
mulate a 3D model to predict induced residual stress and forces for AISI 1020
alloy. Taguchi method was applied in the design of the experiment with three
levels and three factors selected: Cutting speed, feed rate and depth of cut.
For validation, stresses are measured using an x-ray diffractometer from the
surface to a depth of 0.6 mm in steps of 0.2 mm. The cutting forces are de-
termined using a force dynamometer. Simulation results showed that cutting
speed, feed rate and depth of cut contributed 94.76%, 0.048%, and 0.11% re-
spectively. The predictive model equations were statistically significant with a
p-value of <0.005. The average induced residual stress on the superficial layer
from the experiment and simulation were � 367.7 MPa and � 365.6 MPa re-
spectively. The average residual stresses obtained at depths of 0.2 mm,
0.4 mm, and 0.6 mm were � 260 MPa, � 233 MPa, and � 211 MPa, re-
spectively. The proposed model offers a potential solution to reducing the
costs of experimental methods.
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1 | INTRODUCTION

Studying residual stress induction during machining
helps in addressing the quality of machined products by
ensuring they have dimensional stability, toughness and
strength to prevent failure when subjected to cyclic

loads. Residual stresses are the internal multiaxial static
stress distribution locked into a material without the ap-
plication of external force. The heterogeneous plastic de-
formation in a component generates induced residual
stresses during turning, milling, and shaping operations
[1, 2]. The combined thermal effects and chip formation
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process leads to the formation of residual stresses in
cylindrical components [3].
Orthogonal machining is the turning operation used

in producing circular components, majorly from steel al-
loys. During the orthogonal cutting process, the tool
pressure on the workpiece produces plastic deformation
that results in the generation of residual stresses on and
subsurface layers of the workpiece [4–6].
The conventional methods of measuring induced re-

sidual stress are expensive and time-consuming. To solve
the challenges, researchers embarked on applying finite
element models to design models for predicting residual
stresses and cutting forces. The input design variables
are selected for optimization and tool specifications for
effective modelling [7, 8].
Researchers have used numerical simulations for

studying various structural and flow phenomena in steel
alloys [9]. A finite element-based model is vital in pre-
dicting resultant forces, induced residual stresses, wear
and tear of a tool and temperature variation during the
machining processes. Besides machining, simulation re-
searchers have extensively used finite element
simulation [10, 11].
A mathematical simulation approach was proposed

to study the mechanics orthogonal cutting process. The
focus was to understand the formation of a continuous
type of chips and the modelling of cutting forces. The de-
formation zone theory developed showed the equili-
brium of chip formation using the maximum energy
principle and heat partition contribution on residual
stresses during the orthogonal cutting process [12–14].
The simulation approach was applied in the hard

turning of high carbon AISI D2 steel alloy and the re-
sults obtained demonstrated that the microstructure al-
terations, induced residual stresses, and surface rough-
ness affect the surface integrity. It was discovered that
the behavior of the residual stresses correlates to the

input parameters and the sensitivity of the induced
residual stress depends on the input parameters [15].
Finite element modelling was applied to analyze the

effect of the uncoated tool insert. The two-dimensional
model was developed by Abaqus software and validated
by experimental investigation. The results showed that
the crater wears increased with increasing feed rate [16].
The occurrence of non-uniform machining forces

during the turning operation of aluminium and steel al-
loys forms a significant challenge [17]. While modelling
residual stress for 4340 steel, it was demonstrated that
machining forces and temperature variation contribute
mainly to the formation of induced residual stresses and
tool wear [18]. While investigating the effect of process
parameters on residual stresses in orthogonal cutting of
AISI 1045 alloy, it was discovered that speed and cutting
depth contribute significantly to the induction of re-
sidual stresses [19].
Simulation and modelling by finite element analysis

and commercial software like Ansys, Abaqus, and Ad-
vantedge have become alternative routes in studying the
influence of cutting parameters on cutting forces and in-
duced residual stresses [20]. Despite many attempts to
address the challenges in measuring forces and residual
stresses, limited data is available on verifying and vali-
dating 3D finite element models developed for carbon
steels.

2 | PRESENT FINITE ELEMENT
MODELLING USING ANSYS SOFTWARE

Steel machining is a complex mechanical process, hence
for effective finite element simulation, reliable flow
stresses, frictional, chip and thermal models need to be
applied. The mechanical and thermal properties of the
work material AISI 1020 alloy are presented, Tables 1, 2.

T A B L E 1 Mechanical properties of work material for modelling AISI 1020 alloy [6].

Density
1 kg=m3½ �

Young’s modulus,
E [GPa]

Poisson’s
ratio,
n

Ultimate strength,
su [MPa]

Yield strength,
sy [MPa]

7870 200 0.29 420 350

T A B L E 2 Thermal and mechanical properties of high-speed steel T1 [21].

Density
1 kg=m3½ �

Young’s
modulus,
E [Gpa]

Poisson’s
ratio,
n

Thermal
expansion
e [μm/m °C]

Rockwell
hardness HRC

Specific heat capacity,
[Jkg� 1K� 1]

8670 210 0.1 9.7×10� 6 63 460
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2.1 | Mechanical modelling equations

The motions for a two-dimensional orthogonal cutting
operation are stated, Equations 1, 2 [22]:

@sxx
@x þ

@sxy
@y þ 1bx ¼ 1

@2U
@t2

(1)

@sxx
@x þ

@sxy
@y þ 1bx ¼ 1

@2U
@t2

(2)

where: x-y is the reference coordinate system, s Cauchy
stress, 1 density, b body force, t; and U are time and ma-
terial displacement, respectively. A general form is ob-
tained when finite element discretization and weak for-
mulation are used, Equation 3 [22].

M½ � €U
� �

þ Rintf g ¼ Rextf g (3)

where: M½ � is the mass, €U
� �

acceleration vector, Rintf g is
the internal force vector and Rextf g is the external force
vector. In this case, the effect of damping is not consid-
ered, hence Rintf g can be formulated, Equation 4.

Rintf g ¼ Cd½ � _U
� �

þ Ks½ � Uf g ¼ Ks½ � Uf g, Cd½ � ffi 0 (4)

where: Cd½ � is the damping stiffness matrix and Ks½ � is
the stiffness matrix. Rextf g involves the support‘s reaction
forces during the cutting operation and external forces
applied.

2.2 | Thermal modelling

Heat transfer occurs from primary, secondary, and ter-
tiary deformation zones during the orthogonal cutting
operation. The equation governing the heat transfer for
the finite element is presented, Equation 5.

1c
@T
@t þ Vx

@T
@x þ Vy

@T
@y

� �

¼ k
@2T
@x2 þ

@2T
@y2

� �

þ _Qg (5)

where: T is the temperature, c specific heat capacity, k is
the thermal conductivity. _Qg is the total heat generated
from primary and secondary deformation.
Based on Equation 5, the total heat generated can be

calculated, Equation 6 [22–26].

_Qg ¼ hp
_Wp þ hF _WF ¼hp s _ep

� �
þ hF tVChð Þ (6)

where: hp is the inelastic heat fraction (Taylor-Quinney
coefficient), hF is the fraction of friction work converted
to heat. _Wp is the rate of plastic work per unit material

volume while _WF is the rate of frictional work per unit
contact area. s is the flow stress. _ep is the effective plastic
strain. Also, t and VCh are frictional shear stress at the
tool-chip interface and chip velocity along with the tool-
chip interface.

2.3 | Work material modelling

The work material for the simulation is AISI 1020 Steel
alloy shaft with 50 mm diameter and 100 mm length.
This is low-carbon steel commonly used in designing cy-
lindrical shafts, pipes, crankshafts, and couplings. The
Johnson-Cook model equation is adopted in modelling
the workpiece because it provides a good fit for strain-
hardening behavior, and it is numerically robust,
Equation 7.

�s ¼ Aþ B�e n½ � 1þ Cln
_e

eo

� �

1 �
T � Tr
Tm � Tr

� �m� �

(7)

where: A is the yield stress of the material under refer-
ence conditions, B is the strain hardening constant, n is
the strain hardening coefficient, C is the strengthening
coefficient of strain rate, m is the thermal softening co-
efficient, Tm is melting temperature, Tr is room temper-
ature, e� is the shear strain, �s the extent of flow stress,
_e is the impact of the strain and _e

e�
impact of strain rate.

The Johnson cook parameters used for finite element
modelling using explicit dynamics are presented,
Table 3.
In this research work, the strain rate between the

workpiece and tool contact during chip removal is de-
fined by cumulative damage values during the modelling
of the work material model. The constants are derived
from the Split-Hopkinson pressure bar (SHPB) tests for
plain carbon steel alloy [6, 28]. The expression for calcu-
lating the Johnson-Cook model of the damage constants
is critical in analyzing flow stresses, Equation 8.

e
p
ef ¼ d1 þ d1ehd3

� �

1þ d4ln
_ep

_epeo

� �� �

* 1 � d5
T � Tr
Tm � Tr

� �m� � (8)

T A B L E 3 Johnson-Cook parameters for AISI 1020 alloy
[6, 30].

A
[MPa]

B
[MPa] C N M

Tr

(°C)
Tm

(°C)

333 200 0.29 126 420 25 880
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where: d1-d5 are failure damage parameters, temper-
atures, and strain rates. e

p
ef is the strain rate reference,

and η is the mean hydrostatic stress to the equivalent
stress of the material, Table 4.
Temperature due to plastic deformation can be ex-

pressed under the adiabatic heating assumption,
Equation 9.

DT ¼
dWp

1Cp
(9)

where: DT is the difference between T � Tr, d is the
fraction of plastic work converted to heat,Wp is the plas-
tic work done, 1 and Cp are the material density and the
heat capacity, respectively.

2.4 | Friction modelling

Zorev’s friction model is applied in modeling the me-
chanical contact between the tool and workpiece inter-
face, Equation 10 [29].

t ¼

ty; msn� ty

msn; msn <ty

8
<

:
(10)

where: t is the shear stress, ty is the shear yield strength,
μ is Coulomb friction coefficient and sn is the normal
stress on the tool rake face. Sliding and sticking are two
distinct behaviors under Zorev’s model. μ and sn were
calibrated numerically as 0.4 (unit-less) and 350 MPa by
comparing the measured and predicted chip thickness
and residual stresses.

2.5 | Boundary conditions, element and
mesh

Ansys software 2018 has been used to develop a finite
element model in the orthogonal turning of AISI 1020
alloy because of its capability to capture minimum to
maximum deformations, and high sensitivity to material
non-linearity and strains.
The selected type of elements for the workpiece sim-

ulation is a nodal-based strain tetrahedral solid with bi-
linear type because of their high performance. The work-
piece and the tool are meshed using a nodal-based strain

element with 30000 nodal elements. The element size is
automatically set to the default settings of the dynamic
explicit environment while factoring in the size of the
workpiece. The default size is 0.8 based on the design of
experiments conducted to arrive at an optimal element
size. The conditions for simulation of orthogonal cutting
operation are based on the workpiece coordinate system,

T A B L E 4 Damage failure parameters for AISI 1020 alloy [30].

d1 d2 d3 d4 d5 Tr (°C) Tm (°C)

0.4313 5.93 8.42 � 0.057 0 25 880

F I G U R E 1 Boundary conditions for finite element model.

F I G U R E 2 Boundary conditions for Rotation: a) Workpiece
coordinate system b) Remote displacement 1, and c) Remote
displacement 2.

T A B L E 5 Design factors levels for simulation.

Factor Level 1 Level 2 Level 3

Feed rate [mm/revolution] 0.2 0.4 0.6

Cutting speed [m/minute] 80 160 240

Depth of cut [mm] 0.2 0.4 0.6

F I G U R E 3 Experimental set-up for measurement of cutting
forces: a) Dynamometer b) Amplifier.

557

Wiley VCH Mittwoch, 17.05.2023

2305 / 298120 [S. 557/570] 1

 15214052, 2023, 5, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/m

aw
e.202200088 by K

IR
IN

Y
A

G
A

 U
N

IV
E

R
SIT

Y
 C

O
L

L
E

G
E

, W
iley O

nline L
ibrary on [04/08/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



contact region between the workpiece and the cutting
tool, and direction of workpiece and tool displacement,
Figure 1.
The tool is modelled as a rigid body because of its

high stiffness to the workpiece. A reference point must
be assigned to the tool to capture the forces generated.
The 3D finite element model setting for 3D orthogonal
cutting simulation involves: Setting the boundary con-
ditions, global coordinate system, workpiece coordinate
system, tool-workpiece contact friction, target body, re-
mote displacement 1 (provides direction and tool dis-
placement), and displacement 2 (provides the angular
rotation of the workpiece), Figure 2.

2.6 | Finite element simulation-design
of experiment

The present study uses the design of experiment using
Minitab 18 software. The basic idea is to vary all relevant
factors simultaneously over planned experiments and
then connect the results through a mathematical model.
This model is then used for interpretation and pre-
dictions. Three factors are considered in the inves-
tigation: cutting speed (v), feed rate (f), and depth of cut
(d). The minimum and maximum levels are obtained
from the design of the experiment performed on AISI
1020 alloy simulations, Table 5.

3 | EXPERIMENTAL TESTS FOR
VALIDATION OF FINITE ELEMENT
MODEL

The developed finite element model is validated by con-
ducting force measurement using a tool dynamometer,
residual stress measurement using an x-ray diffrac-
tometer, and measurement of chip thickness. The results
are compared with the simulated results for verification
and validation of the model.

F I G U R E 4 Proto-LXRD 1200 Stress mapping table with AISI
1020 alloy specimen.

T A B L E 6 Induced residual stress measurement parameters and constants [30].

Work material AISI 1020 Aperture 2 mm

Plane (hkl) {211} Working distance 39 mm

d-Spacing 0.117021 nm X-ray irradiation time 30 s

Tube fluorescence Cr� Kα X-ray incidence angle 30°

Bragg angle 156.41° Current 25 mA

Wavelength 0.2291 Voltage 30 kV

F I G U R E 5 Data points and direction (circumferential) of
residual stress measurement.

F I G U R E 6 Proto electropolisher for removal of the surface
layer.
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3.1 | Measurement of forces

Turning tests are conducted on Chester Bristol variable
speed lathe machine (Chester, Wales) and using the
high-speed steel T1 cutting tool. The work material was
AISI 1020 alloy- solid shafts cut into 27 pieces, each with
45 mm diameter and 200 mm length. During the orthog-
onal operation, cutting force components (x, y, and z)
were measured using a Kistler (type 9127) 3-component
piezoelectric dynamometer (Kistler, United States), am-
plified using the type 5167A oscilloscope (Kistler, United
States) and results were treated by Dynoware software,
Figure 3.
Three components of forces in three directions, x, y,

and z are obtained from the amplifier and results are re-
corded. The resultant cutting force is calculated as repre-
sented by Equation 11

F ¼
ffiffiffiffiffiffiffi

ðF2x
q

þ F2y þ F
2
zÞ (11)

where: F is the resultant cutting force F2x is the primary
cutting force (tangential), F2y and F

2
z are feed force and

radial force, respectively. In the calculation of the re-
sultant cutting forces, the feed (the third component)
force (F2y) from the dynamometer is ignored. The values
of (F2y) are of negligible magnitude.

3.2 | Residual stress measurement

The residual stresses are measured based on the x-ray
diffraction method using a Proto-LXRD 1200 x-ray stress
analyzer machine (Proto Manufacturing, United States)
fitted with a modular stress mapping system and Proto
Software for analyzing residual stress using the Sin2Ψ
method, Figure 4.
The Proto -LXRD 1200 stress analyzer has 9 β angles

with a maximum of 30°. X-ray diffraction constants and

F I G U R E 7 Electropolishing the specimen in the
circumferential direction.

F I G U R E 8 3D finite element model with a new cut surface
(equivalent stress) for 360° turn.

F I G U R E 9 Deformation nephogram (meshed) after
unloading cutting tool and cooling of the workpiece.

F I G U R E 1 0 Chip formation in simulated orthogonal cutting
at a speed of 240 m/minute, feed rate 0.4 mm/revolution, and
depth of cut 0.6 mm.
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parameters for induced residual measurement are
obtained from the American Society for Testing and Ma-
terials E915-2019, Table 6 [30].
The induced residual stress is measured in the cir-

cumferential direction at four labeled points, and the
average results are recorded, Figure 5.
The sample for in-depth residual stress is turned at a

speed of 160 m/minute, feed rate (0.6 mm/revolution),
and depth of cut 0.6 mm. The analysis of induced re-
sidual stress below the superficial layer is conducted by
removing successful layers using a proto electropolishing
model 8818-V3 (Proto Manufacturing, United States)
machine, Figure 6.
The direct current supply‘s positive (+) terminal is

connected to the anode and the negative (� ) terminal to

T A B L E 7 Simulation and experiment resultant cutting forces.

Run
order

Speed
v [m/
minute]

Feedrate f [mm/
revolution]

Depth of cut, d
[mm]

Simulation
force, F [N]

Experiment
force, F [N] Error margin % Error

1 80 0.2 0.2 330.2 334.1 3.9 1.17

2 80 0.2 0.4 343.1 337.3 � 5.8 � 1.72

3 80 0.2 0.6 345.2 341.5 � 3.7 � 1.08

4 80 0.4 0.2 358.1 361.3 3.2 0.89

5 80 0.4 0.4 345.1 348.7 3.6 1.03

6 80 0.4 0.6 360.3 361.9 1.6 0.44

7 80 0.6 0.2 365.3 363.8 � 1.5 � 0.41

8 80 0.6 0.4 370.5 364.7 � 5.8 � 1.59

9 80 0.6 0.6 380.2 375.8 � 4.4 � 1.17

10 160 0.2 0.2 420.1 417.9 � 2.2 � 0.53

11 160 0.2 0.4 487.3 483.8 � 3.5 � 0.72

12 160 0.2 0.6 478.4 474.5 � 3.9 � 0.82

13 160 0.4 0.2 456.4 463.2 6.8 1.47

14 160 0.4 0.4 425.2 428.3 3.1 0.72

15 160 0.4 0.6 430.5 433.8 3.3 0.76

16 160 0.6 0.2 445.1 441.2 � 3.9 � 0.88

17 160 0.6 0.4 430.2 434.6 4.4 1.01

18 160 0.6 0.6 445.8 451.2 5.4 1.20

19 240 0.2 0.2 545.4 551.7 6.3 1.14

20 240 0.2 0.4 578.6 574.1 � 4.5 � 0.78

21 240 0.2 0.6 575.2 579.3 4.1 0.71

22 240 0.4 0.2 574.2 569.8 � 4.4 � 0.77

23 240 0.4 0.4 587.6 583.5 � 4.1 � 0.70

24 240 0.4 0.6 554.2 560.6 6.4 1.14

25 240 0.6 0.2 554.6 552.4 � 2.2 � 0.40

26 240 0.6 0.4 540.4 546.3 5.9 1.08

27 240 0.6 0.6 530.7 527.9 � 2.8 � 0.53

T A B L E 8 The average chip thickness from selected runs.

Case study

Simulated
chip thickness
[mm]

Experiment
chip thickness
[mm] % Error

Run 2 0.168 0.163 3.07

Run 4 0.166 0.164 1.22

Run 7 0.171 0.169 1.18

Run 11 0.194 0.183 6.01

Run 12 0.198 0.193 2.59

Run 17 0.208 0.204 1.96

Run 23 0.212 0.207 2.42

Run 24 0.214 0.212 0.94

Run 27 0.218 0.214 1.86
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F I G U R E 1 1 Response for means and signal to noise ratio (S/N) for resultant cutting forces: (a) and (b) simulation plots (c) and (d)
experiment plots.

F I G U R E 1 2 Comparison of residual histograms (a, b) and normal probability plots (c, d) for simulation and experiment.
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the cathode. The AISI 1020 alloy cylindrical specimen
acts as the cathode. A 45 kV voltage was applied for a set
of times depending on the removal depth. The depth
must be preset and current variation per time to yield
the depth required, Figure 7.

To ensure the finish‘s quality, the new layer‘s surface
roughness was measured using a Mitutoyo SJ-400 profil-
ometer (Mitutoyo, Kawasaki). The induced residual
stress along the depth is measured at 20 μm, 40 μm, and
60 μm from the surface of the specimen. After removing

T A B L E 9 General linear model-analysis of variance results for simulation.

Source
Degree of
freedom Sum squares Mean squares F-value P-value

Contribution
%

Speed, v 2 189430 94714.8 448.84 0.000 95.23

Feedrate, f 2 97 48.7 0.23 0.799 0.05

Depth of cut, d 2 226 113.0 0.54 0.605 0.11

Speed * feedrate 4 4105 1026.4 4.86 0.028 2.06

Speed * depth
of cut

4 539 134.6 0.64 0.650 0.27

Feedrate * depth of cut 4 2827 706.8 3.35 0.068 1.42

Error 8 1688 211.0 0.85

Total 26 198912 100

T A B L E 1 0 General linear model-analysis of variance results for experiment.

Source
Degree of
freedom Sum squares Mean squares F-value P-value

Contribution
%

Speed, v 2 192062 96031.1 383.05 0.000 95.92

Feedrate, f 2 164 82.1 0.33 0.730 0.08

Depth of cut, d 2 176 87.9 0.35 0.715 0.09

Speed * feedrate 4 3365 841.2 3.36 0.068 1.68

Speed * depth
of cut

4 454 113.5 0.45 0.768 0.23

Feedrate * depth of cut 4 2002 500.5 2.00 0.188 0.99

Error 8 2006 250.7 1.00

Total 26 200228 100

F I G U R E 1 3 Experimental and simulation resultant cutting forces for 27 runs.
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F I G U R E 1 4 Comparison between experiment and simulation surface residual stress.

T A B L E 1 1 Simulation and experiment superficial residual stress.

Run
No.

Speed, v
[mm/
min]

Feedrate,
f [mm/
revolution]

Depth of cut,
d
[mm]

Simulated
residual stress
[MPa]

Experiment
residual stress
[MPa]

Error
margin

%
Error

1 80 0.2 0.2 � 267.5 � 269.0 1.5 0.55

2 80 0.2 0.4 � 277.9 � 271.5 � 6.4 2.35

3 80 0.2 0.6 � 279.6 � 274.9 � 4.7 1.71

4 80 0.4 0.2 � 290.1 � 290.8 0.8 0.27

5 80 0.4 0.4 � 279.5 � 280.7 1.2 0.42

6 80 0.4 0.6 � 291.8 � 291.3 � 0.5 0.18

7 80 0.6 0.2 � 295.9 � 292.9 � 3.0 1.04

8 80 0.6 0.4 � 300.1 � 293.6 � 6.5 2.22

9 80 0.6 0.6 � 308.0 � 302.5 � 5.4 1.80

10 160 0.2 0.2 � 340.3 � 336.4 � 3.9 1.15

11 160 0.2 0.4 � 394.7 � 389.5 � 5.3 1.35

12 160 0.2 0.6 � 387.5 � 382.0 � 5.5 1.45

13 160 0.4 0.2 � 369.7 � 372.9 3.2 0.86

14 160 0.4 0.4 � 344.4 � 344.8 0.4 0.11

15 160 0.4 0.6 � 348.7 � 349.2 0.5 0.14

16 160 0.6 0.2 � 360.5 � 355.2 � 5.4 1.51

17 160 0.6 0.4 � 348.5 � 349.9 1.4 0.40

18 160 0.6 0.6 � 361.1 � 363.2 2.1 0.58

19 240 0.2 0.2 � 441.8 � 444.1 2.3 0.53

20 240 0.2 0.4 � 468.7 � 462.2 � 6.5 1.41

21 240 0.2 0.6 � 465.9 � 466.3 0.4 0.09

22 240 0.4 0.2 � 465.1 � 458.7 � 6.4 1.40

23 240 0.4 0.4 � 476.0 � 469.7 � 6.2 1.33

24 240 0.4 0.6 � 448.9 � 451.3 2.4 0.53

25 240 0.6 0.2 � 449.2 � 444.7 � 4.5 1.02

26 240 0.6 0.4 � 437.7 � 439.8 2.0 0.47

27 240 0.6 0.6 � 430.0 � 425.0 � 5.1 1.19
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each successful layer, a new measurement on the x-ray
diffractometer is conducted to pick the new data at each
point and the average results recorded.

4 | RESULTS AND DISCUSSION

4.1 | Resultant cutting forces results

The resultant cutting forces from the finite element
model simulation and the experiment indicate an
agreement. The percentage error of less than 2% is real-
ized when resultant cutting forces are compared be-
tween the simulation and experimental results. How-
ever, it is noted that with an increase in the range of
cutting speed, feed rate, and depth of cut, the cutting
forces in both cases increase significantly to values of
587 N for the experiment and 583 N for Simulation re-
sults, Table 7.
An increase in cutting speed, feed rate, and depth of

cut leads to tool deflection, rising temperature affecting
the tool‘s cutting edge, and hence more cutting energy in
the surface region is required to remove the chips, lead-
ing to the increase in resultant cutting forces.

T A B L E 1 2 F Means response for a signal to noise ratio-
simulation tests.

Level

Speed
[m/
min]

Feedrate
[mm/
revolution]

Depth of cut
[mm]

1 � 49.17 � 51.15 � 51.07

2 � 51.16 � 51.15 � 51.18

3 � 53.13 � 51.16 � 51.21

Delta 3.96 0.01 0.13

Rank 1 3 2

T A B L E 1 3 Means response for signal to noise ratio-
experimental tests.

Level

Speed
[m/
minute]

Feedrate
[mm/
revolution]

Depth of cut
[mm]

1 � 49.11 � 51.05 � 50.99

2 � 51.12 � 51.14 � 51.13

3 � 52.99 � 51.03 � 51.11

Delta 3.88 0.11 0.14

Rank 1 3 2

T A B L E 1 4 Analysis of variance for stimulation-induced residual stress.

Source
Degree of
freedom Sum squares Mean squares F-value P-value

Contribution
%

Speed, v 2 124313 62156.3 449.32 0.000 95.23

Feedrate, f 2 63 31.6 0.23 0.801 0.048

Depth of cut, d 2 149 74.3 0.54 0.604 0.11

Speed * feedrate 4 2689 672.4 4.86 0.028 2.06

Speed * depth
of cut

4 351 87.8 0.63 0.652 0.29

Feedrate * depth of cut 4 1855 463.7 3.35 0.068 1.42

Error 8 1107 138.3 0.85

Total 26 130527 100

T A B L E 1 5 Analysis of variance for experiment-induced residual stress.

Source
Degree
of freedom Sum squares

Mean
square F-value P-value

Contribution
%

Speed, v 2 116470 58235.0 412.61 0.000 94.76

Feedrate, f 2 243 121.4 0.86 0.459 0.20

Depth of cut, d 2 197 98.3 0.70 0.526 0.16

Speed * feedrate 4 2578 644.4 4.57 0.033 2.08

Speed * depth of cut 4 516 129.0 0.91 0.500 0.42

Feedrate * depth of cut 4 1776 444.0 3.15 0.079 1.45

Error 8 1129 141.1 0.92

Total 26 122908 100
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4.2 | Chip thickness

As part of the validation of the finite element model,
chip thickness was measured using a digital micrometer,
and experiment results were compared with the simu-
lation ones. The predicted chip thickness compared with
experimental results was obtained and recorded. The ex-
perimental values were measured using the ultrasonic
thickness gauge model UM-3 (Xiuyan, Yahe), with a
measuring resolution of 0.001 mm. The comparison re-
sults showed less than 6.01% variation, hence verifying
the finite element model developed using Ansys explicit
dynamics. The case studies were randomly selected to
analyze the chip thickness, Table 8.
The simulation nephogram of the newly generated

surface at a cutting speed of 80 m/minute, feedrate
0.2 mm/revolution, was suitable in chip generation at a
depth of cut 0.2 mm (run 1) at maximum equivalent
(Von-Mises) stress of 741.43 MPa for one revolution,
Figure 8.
The workpiece rotates 360° while the cutting tool ad-

vances by cutting a depth of 0.2 mm along the length of
the workpiece. The average time for a single simulation

was 3 hours. The computer specifications for simulation
and modelling were core i7 with a RAM of 16 GB and 1
TB hard disk space. The residual stresses were extracted
from the newly cut surface on explicit dynamics and re-
sults were automatically recorded. After unloading the
cutting tool and cooling the workpiece at a cutting speed
of 160 m/minute, feedrate 0.4 mm/revolution, and depth
of cut 0.4 mm for 20 mm, the meshed simulation nepho-
gram with meshes are obtained, with maximum de-
formation of 0.0020148, Figure 9.

T A B L E 1 6 Residual stress beneath the surface.

Induced
residual stress, [MPa]

Depth beneath
surface [μm] Simulation Experiment

%
Error

0 � 311 � 320 2.81

20 � 255 � 260 1.92

40 � 235 � 233 0.86

60 � 222 � 211 5.21

F I G U R E 1 5 Comparison of residual histograms (a, b) and normal probability plots (c, d) for surface residual stresses.
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Depending on the combined variables, continuous
and discontinuous chips were formed during the orthog-
onal simulation. The interaction between the tool‘s cut-
ting edge and workpiece leads to an increase in thermal

temperatures; hence, the depth of cut determines the
sizes of chips. It was observed that thick layers of dis-
continuous chips formed with an increase in depth of
cut as demonstrated, Figure 10.

F I G U R E 1 6 Surface plots: Depth of cut versus feed rate (a) simulation, (b) experiment. Feed rate versus speed (c) simulation (d)
experiment.

F I G U R E 1 7 Contour plot for surface residual stress (a) Cutting speed versus feed rate (simulation), (b) Cutting speed versus feed
rate (experiment), (c) Cutting speed versus depth of cut (experiment), (d) Cutting speed versus depth of cut (simulation).
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4.3 | Analysis of data using Taguchi’s
method

Taguchi uses a loss function to find the difference be-
tween the experimental and target values, which is again
converted into the signal-to-noise ratio (SNR), the ratio
of mean to standard deviation [21]. In the present study,
the signal-to-noise ratio for the smaller, the better is
adopted for resultant cutting forces as a response,
Equation 12.

SNR ¼ � 10 log
1
n
X

R2 (12)

Taguchi analysis was done using Minitab 18 software
tool and the means plot, signal-to-noise ratio plots and
analysis of variance results were obtained and presented.
Based on the data response from simulation, main effect
plots for data means show the response of the optimum
levels for cutting speed, feed rate, and depth of cut,
Figure 11a, c. The cutting speed is ranked first as the
most influential, followed by the depth of cut and the
feed rate in both simulation and experimental resultant
forces, Figure 11b, d.
The response for means and Signal to Noise ratio for

both simulation and experiment show a close correlation
(0.998) therefore validating the finite element model for
cutting forces. Also, on comparing histograms for re-
siduals versus the frequency for the resultant cutting

forces, the histograms show a normal distribution trend
with the highest frequencies of 8 for simulation versus 7
for the experiment, Figure 12a, b. The normal proba-
bility plots indicate normal distribution; hence data near
the mean are more frequent in both simulation and ex-
periment, Figure 12b, c.
The finite element model was accurate because of the

minimal variance when a comparison is drawn between
experimental and simulation results are compared.
Performing regression analysis for the resultant cut-

ting forces, cutting speed (v), feed rate (f Þ, and depth of
cut (d), parameters produced model equations. The re-
gression model equation from simulation and ex-
perimental results had a correlation value of 96% to
97%. The model equations had a p-value of !0.05 hence
statistically significant, Equation 13–14.

F simulationð Þ ¼ 454:00 � 98:66v � 7:44vþ

106:10vþ 1:95f þ 0:63f � 2:57f � 4:06dþ 2:45dþ

1:61d � 17:78v*f � 1:46v*f þ 19:24v*f þ 13:43v*f �

9:81v*f � 3:61v*f þ 4:35v*f þ 11:27v*f �

15:63v*f � 0:07v*d � 4:88v*dþ 4:95v*d � 1:96v*d�

1:44v*dþ 3:40v*dþ 2:03v*dþ 6:32v*d�

8:35v*d � 19:8f *dþ 11:27f *dþ 8:71f *dþ

12:34f *d � 4:44f *d � 7:90f *dþ 7:64f *d�

6:84f *d � 0:80f *d

(13)

F I G U R E 1 8 Induced residual stress on varying depths from the surface.
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F experimentð Þ ¼ 454:19 � 99:85v � 6:58vþ

106:43vþ 0:72f þ 2:60f � 3:31f � 3:59dþ 1:51d þ

2:09d � 17:43v*f þ 0:36v*f þ 17:07v*f þ 10:40 v*f �

8:44 v*f � 1:96 v*f þ 7:03 v*f þ 8:08 v*f �

15:11 v*f þ 2:31 v*d � 5:62 v*dþ 3:30 v*d�

3:25 v*d � 0:22 v*dþ 3:47 v*dþ 0:94 v*dþ 5:84 v*d�

6:77 v*d � 16:75 f *dþ 8:65 f *dþ 8:10 f *dþ

11:57 f *d � 4:80 f *d � 6:77 f *dþ 5:18 f *d�

3:85 f *d � 1:33 f *d

(14)

From the simulation of resultant cutting forces, cut-
ting speed had a more significant contribution (95.23%),
followed by feed rate (0.05%). For combined parameters,
the cutting speed and feed rate showed a contribution of
0.11%. The regression model equations were statistically
significant because their coefficients had a probability
value <0.05, Table 9.
The experimental results for cutting forces also confirm

that cutting speed contributed 95.92%, followed by the
depth of cut (0.09%). The influence of combined factors
shows cutting speed-feed rate leading with a contribution
of 2.06%. From the model, the selected parameters and
their combination form a regression model equation for
minimization of varied resultant cutting forces during or-
thogonal cutting of AISI 1020 alloy, Table 10.
The resultant cutting forces were compared against

the 27 runs. On each run, cutting conditions, and param-
eters, the results showed a close range of resultant cut-
ting forces in simulation and experiment. There is a sig-
nificant increase in resultant cutting forces for cutting
speed of 160 m/minute, feed rate (0.4 mm/revolution to
0.6 mm/revolution), and depth range of 0.4 mm to
0.6 mm, Figure 13.

4.4 | Superficial residual stresses

The measured and simulated data for residual surface
stress was obtained for the 27 runs. The percentage error
between the simulated and measured superficial residual
stress was between 0.09% and 2.35%, Table 11.
The deviation between experiment and simulation

values can be attributed to the selected boundary con-
ditions during the experiment. The average superficial
stress for 27 runs from simulation and the experiments
are 367.7 MPa and 365.6 MPa, respectively. The plots of
surface residual stress versus the number of runs showed
close-range values with minimal margin errors for each
specific simulation and experimental test, Figure 14.

4.5 | Analysis of data using Taguchi’s
method

The plot shows that among the main effects, the cutting
speed and depth of cut were the most important factors
influencing the magnitude of the induced residual on
AISI 1020 alloy during the turning operation, Tables 12,
13.
The analysis of variance indicated cutting speed had

a contribution of 95.23%, feed rate 0.048%, and depth of
cut 0.11% in the formation of residual stress during sim-
ulation, a consistent indication compared to ex-
perimental results analysis, Table 14.
The analysis of variance indicated cutting speed had

a contribution of 94.76%, feed rate 0.20%, and depth of
cut 0.16% in the formation of residual stress for ex-
perimental results. In both cases, variation of the speed
enhanced residual stress formation on sub-surface layers
of the AISI 1020 alloy, Table 15.

4.6 | The induced residual stress model

Predictive model equations were derived from regression
analysis to establish a relationship between input varia-
bles; cutting speed (v), feed rate (f Þ, depth of cut (d), and
response (induced residual stress), both for simulation
and experimental results, Equation 15–16.
Simulation:

Residual stress; Mpa½ � ¼ 112:3þ 1:403vþ 181:2fþ

117:7d � 0:721v*f � 0:194v*d � 188f *d
(15)

Experiment:

Residual stress; Mpa½ � ¼ 120:8 þ 1:382vþ

164:1f þ 100:2d � 0:742v*f �

0:201v*d � 145f *d

(16)

The results showed that cutting speed had a sig-
nificant effect since the probability value for cutting
speed was <0.005. However, the interaction between in-
put variables had no contribution since their p values
were >0.005, Tables 15, 16. Both regression model equa-
tions are presented, and both had probability values of
0.000 hence significant.
The correlation coefficient was very close to unity

(0.999) from the results of both the resultant cutting
forces and the induced residual stresses for the AISI
1020 alloy.
The histogram residuals between simulation and ex-

periment showed normal distribution with insignificant
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variance, Figure 15a, b. The comparison of normal
probability plots for finite element model versus cutting
parameters (simulation and experiment) showed uni-
formity, hence negligible variation, confirming the mod-
el‘s accuracy, Figure 15c, d.
The effects of feed rate and depth of cut were com-

pared and conducted by constructing 3-dimensional sur-
face plots. The plots showed a steady increase of induced
residual stress with a sharp increase in feed rate and
depth of cut, Figure 16a, b. However, a sharp increase in
surface residual stress occurred when the cutting speed
was compared with feed rate, depicting the higher con-
tribution of cutting speed during surface residual stress
induction, Figure 16c, d.
The two-dimensional contour plots were plotted to

understand the contribution of the individual parame-
ters. Cutting speed contributed significantly to induced
surface residual stress with rising feed rate influence,
Figure 17a, b. A contour plot of cutting speed versus
depth of cut again showed the cutting speed as the most
influencing parameter in residual stress formation while
the depth of cut had a minimal contribution,
Figure 17c, d.

4.7 | Induced residual stress beneath
surface

An experiment for measuring induced residual stress be-
neath the surface was conducted, and the results were
obtained for various depths, Table 14. Based on the de-
velopment, the percentage error between the simulation
and experiment was less than 5.21% hence verifying the
accuracy of the finite element model. The simulation
and experimental results were compared and presented,
Table 16.
The graphical comparison of induced residual stress

and beneath depth shows close agreement between ex-
periment and simulation values. The induced residual
stresses were compressive and showed a steady decrease
between depths of 40 μm and 60 μm, Figure 18.

5 | CONCLUSIONS

This research work aimed to model and simulate the
machining of induced residual stresses using the finite
element method. The influence of cutting speed, feed
rate, and depth of cut was determined through this. It is
concluded that:

1. The cutting speed had the highest contribution in in-
ducing external residual stress on turned cylindrical
shafts. From the simulation results, the cutting speed
contributed 95.24%, while it had 94.76% from ex-
perimental results. The interactions between input
parameters were statistically insignificant (probability
value >0.005).

2. In the analysis of variance for resultant cutting forces,
the cutting speed had the highest contribution of 95.23%,
as compared to the depth of cut, which had 0.11%. The
feed rate had the lowest contribution of 0.05%.

3. The correlation coefficient was close to unity for pre-
dictive model equations for both resultant forces and
induced residual stresses. They were statistically sig-
nificant with a probability value of <0.005.

4. In comparison between the simulation and ex-
perimental results, the margin of error for resultant
cutting forces was <2% and for in-depth residual
stress <6%. The variability of measured and simu-
lated results was in good agreement, verifying the fi-
nite element model.
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