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Abstract: Fuzzy regression analysis (FRA), also known as non-statistical regression analysis, is an approach used to establish 

relationship between an input and output variables that are fuzzy. Fuzzy regression analysis serves as an alternative method to 

classical regression analysis (CRA).The models used to model cross sectional data are statistical regression models which are 

based on linearity, normality and homoscedasticity assumptions. Howeverthese assumptions may not hold true leading to non 

normality, heteroscedasticity and non normality in the data. Thus, fuzzy regression analysis gives a solution to challenges that 

may arise when using statistical regression models. Because of the uncertainties that may arise in a given data, the model was 

based on cross sectional data for the price of residential properties sold in Ames Iowa.  Since the price of residential properties 

fluctuates, the model was developed in three forms. Three fuzzy regression methods; possibilistic linear regression with least 

squares (PLRLS), possibilistic linear regression (PLR) and fuzzy least absolute residuals (FLAR) methods were used to fit the 

fuzzy linear regression model (FLRM).In this study lot area, total basement area square feet and garage area were selected as 

explanatory variables. The results show that by applying different fuzzy regression methods to model the data,fuzzy least 

squares methods yielded significant results for modelling the value of the residential properties. 

Key words:Fuzzy regression, fuzzy numbers, symmetric and non-symmetric triangular fuzzy numbers and fuzzy regression 

methods 

I. Introduction 

In real life and life science situations, regression analysis has been used to model the relationship among variables[1]. A 

researcher is required to make a choice of the required regression method or model to use to perform any regression analysis. 

According to [2], a regression model can be used to approximate the true relationship between the response and the explanatory 

variables. The error term is assumed to be due to measurement of errors that are normally distributed with the constant 

variance. Statistical regression model has some strict restrictions regarding the nature of data[3]–[5]. However, since the real 

world situations is actually full of ambiguities, the fuzzy regression model introduced by [6]has been used to express the 

functional relationship between an independent variable and a dependent variable in a fuzzy environment. This shows that the 

fuzzy regression is an extension of statistical regression analysis in a fuzzy environment. In fuzzy regression, deviations are 

sometimes due to the indefiniteness of the structure of the system or imprecise observations not due to random errors [7].  

Fuzzy regression analysis methods that have been used mostly; they include possibility regression analysis, which is based on 

possibility concepts and fuzzy least squares methods introduced by [8]for minimizing errors for the estimated outputs. 

Consequently, many results in fuzzy regression analysis of the given datasets are derived given that, the fuzzy regression model 

used is known depending on the nature of the data[9]. Unfortunately, a model that is optimum for parameter estimation maybe 

inappropriate for analysis. Model adequacy has been a serious problem, thus, many authors have developed different criteria, 

which is applicable to various datasets. Meanwhile, fuzzy regression analysis has been used in many applications. A study 

by[10] applied fuzzy regression analysis to model car ownership in Turkey in terms of the intercorrelation among variables. 

The study findings showed that classical regression approaches cannot be applied where there is intercorrelation between 

variables.  Further studies by [11] used fuzzy regression analysis to estimate the value of real estate using fuzzy logic method. 

A study by [12] modeled house prices in developed countries using policy and non-policy factors to provide a framework for 

government agencies to facilitate decision making. In spite the use of fuzzy regression analysis, the main discussion has 

surrounded the problem of uncertainties among variables. With increasing human population, there is increased demand for 

residential properties prompting massive investment in this sector of the economy. Therefore, there is a need for research to 

develop a model that can help residential property investors to predict residential property amidst uncertainities. This present 
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research develops fuzzy regression model using different fuzzy regression methods which can be used to deal with uncertainties 

among the sale price of the residential property. 

II. Methodology 

2.1. Data Used 

Secondary data obtained from Ames, Iowa Assessors office was used in this study. The data set contained information from the 

Ames assessor’s office used in computing assessed values for individual residential properties sold in Ames. The value of the 

residential properties was measured and determined by lot Area, total basement square feet and garage area. 

2.2. Fuzzy Regression 

Fuzzy regression provides an alternative to statistical regression analysis. It is used to evaluate the functional relationship 

between the dependent and independent variables in a fuzzy environment. The response and the explanatory variables are 

required to follow a normal distribution in statistical regression analysis. However, there are cases where these variables may 

not follow this distribution whereby regression assumptions may not hold true and imprecision between variables could 

exist.Also the aptness of model may be poor and when human judgement is involved fuzzy regression may be applied. 

However using fuzzy regression does not allow all data points to influence the estimated parameters which may result to use of 

excess constraint. Estimating the regression coefficients and making subsequent prediction becomes a challenge to the classical 

regression analysis[6], hence the use of fuzzy linear regression analysis.  

2.2.1 Fuzzy Numbers 

In fuzzy domain crisp numbers are represented as fuzzy numbers. A fuzzy real or actual number Ãis defined as a fuzzy set of 

actual numbers R. Every actual value number 𝑥 ∈  R is a member of the fuzzy set Ãwith 0 to 1 membership degree defined by a 

membership function𝜇Ã(𝑥): 𝑥 → [0,1]. A membership degree of zero implies that the value of 𝑥in the real number is excluded 

in the fuzzy number Ã while a membership degree of one denotes that the value of 𝑥 in the real number is incorporated in Ã. A 

group of all observations in real value observations, such that their membership function is greater than zero is referred as the 

support of the fuzzy number Ã[13]. Fuzzy numbers are described from different membership functions. Fuzzy numbers with 

triangular membership functions were used in this study. A triangular fuzzy number Ãwas defined by a membership function 

which is triangular 𝜇Ã(𝑥)that dictates a joint set of attainable values of the fuzzy number Ã, a set of 𝑥 with 𝜇Ã(𝑥) > 0where 

𝜇Ã(𝑥) > 1 for the most possible x.  

𝜇Ã(𝑥) =

{
 
 

 
 
𝑎−𝑥

𝛼
 𝑖𝑓 𝑎 − 𝛼 < 𝑥 < 𝑎

1 𝑖𝑓 𝑥 = 𝑎
𝑥−𝑎

𝛼
 𝑖𝑓 𝑎 < 𝑥 < 𝑎 + 𝛼

𝑜 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

              (1) 

2.2.2 Conversion of Real Value Observations to Fuzzy Numbers 

A fuzzy number is represented with three points for example a set of three numbers(𝑎1, 𝑎2, 𝑎3), where 𝑎1 represents the left 

spread, 𝑎2 represents the central value which is the most probable value and 𝑎3 represents the right spread. Spreads represent 

the closeness to the real value observation that is the maximal deviation from the average of score or observation, which is the 

central value of the fuzzy number. The fuzzy methods that are used in this study require that the real value observation of the 

response variable to be modified into a fuzzy number, that is the observation of the response variable (𝑌)should be expressed as 

�̃� = (𝑦, 𝑦, 𝑦). Conversion of real value observation to fuzzy numbers is referred to as fuzzification[14]. 

2.2.3 Fuzzification Methods 

The basic methods that can infer triangular fuzzy numbers (TFN) from real value observations include the following[14]; 

(a) Zero and Mean Method 

This methodcalculates the symmetric triangular fuzzy numbersof the actual value given. The mean method obtains a fuzzy 

number whose central value of a TFN is the mean of 𝑥 given 𝑦 and the left and right spreads are standard deviations and the 

zero method inserts zeros to both spreads. 

(b) Error and Median Method 
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 Provides either symmetric triangular fuzzy numbers or non-symmetric triangular fuzzy numbers, depending on the available 

data. The median method gives the central values as a median and left and right spreads are calculated as distance of the first 

and third quartile from the median and the error method employs a user defined numeric value of vector for the spreads.  

(c) Simulation Method 

Fuzzy numbers can be simulated if the fuzzification methods may fail to give prompt results.  

2.2.4 Fuzzy Linear Regression Model 

Fuzzy linear regression model gives a fuzzy functional relationship between the output and input variables. Fuzzy linear 

regression model has no error term since uncertainty is included in the model by means of fuzzy coefficients. The fuzzy linear 

regression model has the following form[15]: 

𝑌�̃�=�̃�0+�̃�1𝑥1𝑗+…+ �̃�𝑖𝑥𝑖𝑗 +⋯+ �̃�𝑛𝑥𝑛𝑗    (2) 

 𝑤𝑖𝑡ℎ 𝑗 = 1,… ,𝑚, 𝑖 = 1,… , 𝑛 

where 𝑛 is the quantity of independent variables𝑥𝑖𝑗 , 𝑚 is the quantity of data, and 𝑌�̃� is the fuzzy predicted value of the output 

variable considering the 𝑗𝑡ℎdata. 

Different fuzzy linear models are formulated using different fuzzy regression methods depending on the observations that 

variables used take,sensitivity to outliers and the number of explanatory variables as shown in Table 1. For example: 

 When the explanatory variables are actual value observations and response variable takes a non-symmetric form. The 

Fuzzy least squares (FLS) and Fuzzy least absolute error (FLAR) methods are used. 

 When explanatory variables takes actual value observations and response variable takes symmetric fuzzy observations 

the possibilistic linear regression (PLR) method is used, it also support multiple regression. 

 Multi objective fuzzy linear regression method abbreviated as (MOFLR) is used when both observations of an 

explanatory variable and a response variable are symmetric fuzzy observations. 

 Possibilistic linear regression with least squares (PLRLS) model is used when the independent and dependent variable 

are actual value observations but the estimated response variable is non-symmetric observation[13]. 

Table I: Characteristics of Fuzzy Linear Regression Procedure[13] 

Method m 𝒙, �̃� 𝒚, �̃� �̂� Sensitivity 

to outliers 

FLS 1 R nsTFN nsTFN medium 

FLAR ∞ R nsTFN nsTFN medium 

PLR ∞ R sTFN sTFN very high 

OPLR ∞ R sTFN sTFN Low 

MOFLR ∞ sTFN sTFN sTFN Medium 

PLRLS ∞ R R nsTFN Very high 

2.2.5 Estimation of the Fuzzy Linear Regression Model Parameters 

The minimum fuzziness and the least squares criteria have been used to estimate the parameters of the fuzzy linear regression 

models. Minimum fuzziness criterion is used when the spread of the fuzzy numbers is required to be minimum, while the least 

squares criterion as used in statistical regression analysis have to be replaced by fuzzy distance measures[16]. 

To derive the result of center values and spreads of the triangular fuzzy number that represent the coefficient of the fuzzy linear 

regression a computer software is used. To fully exploit fuzzy linear regression, the parameters of the fuzzy regression model 

should be data driven. 

2.2.6 Evaluation of the Fuzzy Linear Regression Model 
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The fuzzy regression model is evaluated based on squared distances or differences of membership functions between the fuzzy 

output observations �̃� and model prediction �̂̃�. The goodness of fit measure 𝐺 is the average squared distance between the fuzzy 

response �̃�and the model prediction�̂̃�. The measure 𝐺 is derived from squared distance between triangular fuzzy numbers and it 

is defined as: 

𝐺 = ∑ ([(𝑦𝑖 − 𝑦𝑖𝐿) − (𝑦�̂� − �̂�𝑖𝐿)]
2
+ (𝑦𝑖 − 𝑦�̂�)

2)  + [(𝑦𝑖 + 𝑦𝑖𝑅) − (𝑦�̂� + �̂�𝑖𝑅)]
2𝑛

𝑖=1                      (3) 

Low G values imply that the model sharply corresponds to the observations. 

 The total error of the fit ∑𝐸 assesses membership functions of the output and model predictions. 

The total error of fit is computed as  

∑𝐸 = ∑ 𝐸𝑖
𝑛
𝑖=1             (4) 

Where 𝐸𝑖 is a contrast of membership functions between the 𝑖𝑡ℎ observation �̃�𝑖 and the 𝑖𝑡ℎmodel prediction �̂̃�𝑖 with respect to 

the membership function of �̃�𝑖. 

Lower values of  ∑𝐸mean a better fit of the model. 

III. Models of The Price of The Residential Properties. 

3.1 Model Variables 

In the model structure, lot area, garage area and total basement square feet are examined as explanatory variables obtained from 

the Ames assessors office. In order to determine the linear relationship among these variables, the Pearson correlation 

coefficient was calculated as shown in Table 2, Lot area increased despite the increase of total basement square feet and garage 

area. 

Table II: Correlation Coefficient of Value of Residential Properties Model Variables 

 Lot. 

Area 

Total 

basement.sf 

Garage 

area 

Lot area 1.000 0.2784 0.2574 

Total 

basement sf 

0.2784 1.000 0.4055 

Garage area 0.2574 0.4055 1.000 

3.2 Structure of the Model 

Linearity assumption is the common starting point in fuzzy regression analysis. Non-linearity assumption may be an 

appropriate relationship between the response and the explanatory variables. This can be detected by analysis via scatter plots 

as presented in Figure 1 to Figure 3. 

 

Figure1: Scatter Plot of Lot Area 
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Figure 2: Scatter Plot of Total Basement square feet 

 

Figure3: Scatter Plot of Garage Area 

Model structure is developed using four steps as follows: 

3.2.1 Determination of the Fuzzy Regression Method for the FLR Model Type 

Actual values of the observations indicates a crisp relationship between the variables. In order to determine the form of a 

relationship between price of the residential properties and the independent variables, three methods were examined. 

 Possibilistic linear regression with least squares method; 𝑌 = �̃�0 + �̃�1𝑥1 + �̃�2𝑥2 + �̃�3𝑥3 

 Possibilistic linear regression method; �̃� = (𝑎0, 𝛼0) + (𝑎1, 𝛼1). 𝑥1 + (𝑎2, 𝛼2). 𝑥2 + (𝑎3, 𝛼3). 𝑥3 

 Fuzzy least absolute residuals method;�̃� = (𝑎0, 𝛼0𝐿 , 𝛼0𝑅) + (𝑎1, 𝛼1𝐿 , 𝛼1𝑅). 𝑥1 + (𝑎2, 𝛼2𝐿 , 𝛼2𝑅). 𝑥2 + (𝑎3, 𝛼3𝐿 , 𝛼3𝑅). 𝑥3 

3.2.2 Perform Fuzzy Regression Model with PLRLS Method 

The real value observations from the given data indicate that the best method is the form of the PLRLS. The fuzzy regression 

model is performed using the method as follows: 

 𝑃𝑟𝑖𝑐𝑒 = (𝑎0, 𝛼0𝐿 , 𝛼0𝑅) + (𝑎1, 𝛼1𝐿 , 𝛼1𝑅). 𝐿𝑜𝑡 𝑎𝑟𝑒𝑎 + (𝑎2, 𝛼2𝐿 , 𝛼2𝑅). 𝑇𝑜𝑡𝑎𝑙 𝑏𝑎𝑠𝑒𝑚𝑒𝑛𝑡. 𝑠𝑓 + (𝑎3, 𝛼3𝐿 , 𝛼3𝑅). 𝐺𝑎𝑟𝑎𝑔𝑒 𝑎𝑟𝑒𝑎        

(5) 

The total error of fit is used as the performance indicator of the model and in this case is 7.172𝑒 + 13. The coefficients of the 

Model are given  as shown in Table 3 
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Table III: Coefficient of Fuzzy Regression Model using PLRLS Method 

Variable Central Spreads 

Name Value Name Value 

 𝑎0 27420.01 𝛼0𝐿 10018.59 

𝛼0𝑅 2.518𝑒
− 14 

Lot area 𝑎1 2.12 𝛼1𝐿 4.344 

𝛼01𝑅 8.104 

Total 

basement.sf 
𝑎2 56.13 𝛼2𝐿 0.000 

𝛼2𝑅 40.62 

Garage area 𝑎3 139.56 𝛼3𝐿 166.72 

𝛼3𝑅 0.000 

3.2.3 Perform Fuzzy Regression Model with Possibilistic Linear regression method 

In order to use this method, the response variable in the model is fuzzy. Where it is in the form of a symmetric triangular fuzzy 

number. In this case the model is in this form; 

𝑃𝑟𝑖𝑐𝑒 = (𝑎0, 𝛼0) + (𝑎1, 𝛼1). 𝐿𝑜𝑡 𝑎𝑟𝑒𝑎 + (𝑎2, 𝛼2). 𝑇𝑜𝑡𝑎𝑙 𝑏𝑎𝑠𝑒𝑚𝑒𝑛𝑡. 𝑠𝑓 + (𝑎3, 𝛼3). 𝐺𝑎𝑟𝑎𝑔𝑒 𝑎𝑟𝑒𝑎   (6) 

The calculated model coefficients are presented in Table4. The total error of fit is calculated as 6964.94 which is minimum, 

compared to the previous model. 

Table IV: Central and Spreads Coefficients of Fuzzy Regression Model Using PLR Method 

Variable Central Spread 

Name Value Name Value 

 𝑎0 57443.50 𝛼0 42808.53 

Lot area 𝑎1 0.4562 𝛼1 6.198 

Total 

basement.sf 
𝑎2 79.36 𝛼2 0.000 

Garage 

area 
𝑎3 43.06 𝛼3 56.04 

3.2.4 Performing Fuzzy Linear Regression Model with Fuzzy Least Absolute Error Method. 

The FLAR method, which is a statistical method of fuzzy regression, is also examined. The model structure evolved by using 

this method can be written as 

𝑃𝑟𝑖𝑐𝑒 = (𝑎0, 𝛼0𝐿 , 𝛼0𝑅) + (𝑎1, 𝛼1𝐿 , 𝛼1𝑅). 𝐿𝑜𝑡 𝑎𝑟𝑒𝑎 + (𝑎2, 𝛼2𝐿 , 𝛼2𝑅). 𝑇𝑜𝑡𝑎𝑙 𝑏𝑎𝑠𝑒𝑚𝑒𝑛𝑡. 𝑠𝑓 + (𝑎3, 𝛼3𝐿 , 𝛼3𝑅). 𝐺𝑎𝑟𝑎𝑔𝑒 𝑎𝑟𝑒𝑎         

(6) 

The coefficients of the fuzzy regression modelare presented in Table 5. The total error of fit of this fuzzy regression model was 

determined to be 1016.92 being the lowest compared to the PLR and PLRLS methods. 
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Table V: Central and Spread Coefficients of Fuzzy Regression Model using FLAR Method 

Variable Central Spreads 

Name Value Name Value 

 𝑎0 34521.04 𝛼0𝐿 10968 

𝛼0𝑅 64134 

Lot area 𝑎1 1.369 𝛼1𝐿 0.00 

𝛼01𝑅 0.000 

Total 

basement.sf 
𝑎2 47.61 𝛼2𝐿 0.00 

𝛼2𝑅 0.178 

Garage 

area 
𝑎3 153.76 𝛼3𝐿 0.00 

𝛼3𝑅 0.000 

It is clear from the results that using different fuzzy regression methods to model the price of the residential properties gives 

different total error of fit considerably. 

Moreover, from the observations it shows the need of using the FLAR method in model structure. 

Though, the advantage of fuzzy regression model is its simplicity in programming computation, this procedure has been 

criticized as providing extremely wide ranges in estimation which is not useful in application. By applying different fuzzy 

regression methods, it can be seen that the range between the upper and lower bounds reduces. This is presented in 

Figure(4,5,6) where the upper and lower bounds are plotted for each regression method. 

 

Fig.4 Fuzzy linear regression model fitted using the PLR method with Lot area as an explanatory variable. 

 

Fig. 5 Fuzzy linear regression model fitted using the PLR method with total basement square feet as the explanatory variable 
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Fig. 6 Fuzzy linear regression model fitted using the PLR method with Garage area as the explanatory variable 

The purple lines show the central tendency (solid lines) and lower and upper boundaries of the support (dashed lines) for model 

fitted with the FLAR method. Real value numbers known as the possible values are symbolized by circles while whiskers show 

range (support) of possible values for the observations 

IV.Discussions 

Modeling cross sectional data involved the use of possibilistic linear regression with least squares, possibilistic linear regression 

and fuzzy least absolute residuals methods. Fuzzy least absolute with residuals method, constructed a model fit for modelling 

the value of residential properties because it indicated a minimal total error of fit. As observed above the choice of non-

symmetric fuzzy coefficients provided the best fitting. The garage area variable had the greatest influence on determining the 

value of the residential properties. A similar observation has been reported for a case study on affordable levels of house prices 

in Shanghai using fuzzy linear regression analysis [17]. Fuzzy regression models were reliable for predicting value of 

residential properties and reliable incase linear regression assumptions may not hold true.Similarly, test results have shown that 

fuzzy linear regression give better prediction of peak rate and flood risk assessment compared to non-fuzzy error-in-variables 

model [18]. Results of this study could contribute to making decisions by buyers before buying the residential properties 

considering the variables applied. More research would be needed to study other factors that may be considered when 

determining the value of residential properties. 

V. Conclusion 

In this study, a fuzzy regression model has been developed to determine the sale price of the residential properties. The fuzzy 

model was based on the possibilistic regression analysis derived from possibility concepts developed by Tanaka. The fuzzy 

regression approach was preferred to classical regression because of non-linearity and heteroscedasticity among variables. The 

model structure was developed using two approaches, such as predetermination of fuzzy methods to use to model the variables 

and performing fuzzy regression models using alternative fuzzy regression methods. The fuzzy regression model in this study 

used lot area, total basement area in square feet and garage area as explanatory variables. The most significant advantage of the 

fuzzy regression model developed here is the accuracy of the model outputs, which is determined according to the total error of 

fit despite the non-linearity and heteroscedasticity among the variables. The total error of fit changed among the fuzzy 

regression methods. Since the prices of residential propertiesfluctuate, using fuzzy methodprovides not only a crisp output 

referred to as a central value but also an output range, named the lower and upper bound (left and right spreads), is more 

practical than other methods. Thus, the FLAR method is more practical than other methods. However, this output range must 

not be wide to prevent a solution from being attained. 
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